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Abstract 

This paper presents a reflexive ethnography of ‘DIY AI’ underway. Part 1 examines a 

promotional video of Google’s ‘AIY Vision Kit’, its ‘do-it-yourself intelligent camera’, run-

ning on a Raspberry Pi computer and fitting into an 4.7´7.5´7.6 cm cardboard box. Part 

2 of the paper, in turn, reports on our initial effort at kit assembly with the help of the user 

manual. In particular, I shall home in on our ‘turn it on’ attempt, as a first ‘step condition’ 

to operate the assembled kit ‘intelligently’—that is, for ‘experiment[ing] with image recog-

nition using neural networks’ (Google 2018). The reflexive ethnography pursues two aims. 

First, it shall make explicit (some of) the ‘vulgar enabling practices’ (Button and Sharrock 

1995) of the probed ‘intelligent camera’. Second, the ethnography will revisit the interplay 

between ‘technical work and critical inquiry’ (Lynch 1982) by locating how, when, and why 

the former invited the latter in situ. Recent reflection on critical inquiry in and across STS 

(e.g., Mirowski 2020), algorithm studies (e.g., Mackenzie 2017), and social and cultural stud-

ies more broadly (e.g., Tsilipakos 2018), will be practically indexed and recast accordingly. 

So will critical inquiry in matters of ‘DIY (AI)’ more specifically. 

  

 
1 Prior versions of this paper have been presented on different occasions, including the IIEMCA 2019 con-
ference in Mannheim, Germany, an international workshop on digital governance at the EC Joint Research 
Centre in Ispra, Italy, later that same year, and a recent online data session on ‘AI in Interaction’. I wish to 
thank all participants for their helpful remarks and critical observations, as well as Alain Ravenel, Daniele 
Belitrandi, and Phillip D. Brooker for having been variably involved in the fieldwork leading up to this paper 
(as the first of a three-part working paper series, see Sormani, forthcoming a, b). The finalization of the paper 
benefitted from the additional observations by the editors of this special issue, two anonymous reviewers, 
Hannah Pelikan, and Oskar Lindwall, and was funded by the Deutsche Forschungsgemeinschaft (DFG, 
German Research Foundation)—Project-ID 262513311—SFB 1187. Remaining mistakes are mine. 
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INTRODUCTION: UBIQUITOUS AI, REFLEXIVE ETHNOGRAPHY, 

AND CRITICAL INQUIRY 

‘Is it possible for a machine to think?’ […] [T]he trouble which is expressed in this question 

is not really that we don’t yet know a machine which could do the job. […] The trouble 

is rather that the sentence, ‘A machine thinks (perceives, wishes)’ seems somehow nonsen-

sical. It is as though we had asked ‘Has the number 3 a colour?’’ (Wittgenstein 1960:47).  

For Wittgenstein, the ‘thinking machine’ was a conceptual absurdity, and so it has re-

mained for many of his most informed commentators (e.g., Button et al. 1995; Shanker 

1995). Regardless of the conceptual absurdity though, the research program of ‘artificial 

intelligence’ (AI) has given rise to numerous computer systems, applications, and devices 

which today are promoted and/or used as if they were ‘smart’, ‘skilled’, or ‘intelligent’ 

somehow. AI, in short, has become ubiquitous—a virtually ubiquitous engineering suc-

cess. Internet search engines, such as ‘Google’, and their automated recommendation 

systems (on the basis of previous search history) provide a case in point. So do many 

‘smartphone’ applications (e.g., Techgig 2020). Over the last ten years, the multiplication 

of ‘intelligent systems’ moreover has given rise to innumerable reports, books, articles, 

and opinion pieces charting the phenomenon, be it from a technological or economic, 

political or ethical, historical or sociological perspective. Often these perspectives and 

those genres are difficult to disentangle, and inter- or transdisciplinary approaches are 

called for to probe their intricacies (e.g., for the purpose of ‘governance’, Bloom 2020).2  

This paper recasts the ‘curious incongruity’ (Garfinkel 2002) between conceptual ab-

surdity (or conundrum) and engineering success in contemporary AI as a topic of empir-

ical inquiry. For the purpose, the paper presents a reflexive ethnography of ‘DIY AI’ 

underway, taking a closer look at how a particular ‘AI’ system was promoted and could 

be practiced as a ‘DIY’ endeavour. The system in question is Google’s ‘AIY Vision Kit’ 

(2018), its ‘Do-it-yourself Intelligent Camera’ (ibid.), running on a Raspberry Pi computer 

and fitting into an 4.7´7.5´7.6 cm cardboard box (see Fig. 1). 

 

 
2 For a detailed discussion of ‘machine intelligence’ as a conceptual conundrum, see Shanker (1988). The 
conundrum, if not absurdity, is presented as an intricate mix of conceptual assumptions and disentangled in 
terms of its main components, including mathematical formalism, neural network modeling, lingering be-
haviorism, algorithmic reductionism (from practical rules to causal mechanisms), cybernetic feedback loop-
ing, and a stipulated ‘learning continuum’ (across human- and non-human ‘agents’, from their ‘simplest’ to 
most ‘complex’ forms). The question of how the mix plays out over the course of AI history is beyond the 
scope of this paper. Cardon et al. (2018) allude to the recent revival of ‘machine learning’ in AI, and the 
‘fabrication of neural networks’ in particular, as ‘a kind of black magic’ (une sorte de magie noire) (p. 27). The 
allusion suggests that the conceptual muddle, if not engineering challenge, is still with us (e.g., Lake et al. 
2017). 
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other ‘digital amateurs’ (in August 2020, I noted ‘559 [amateur] issues’ with the ‘Vision 

Kit’ on github, a software self-help website), but those trials and tribulations also resonated 

with the ambivalent character of ‘DIY’ initiatives, digital or analogue, as discussed in the 

academic literature, approaching them as an ambivalent matter of critically engaged 

‘adversarial design’ and/or tacitly consensual public relations (e.g., DiSalvo 2012; Ratto 

and Boler 2014). The paper will conclude on that discussion, after having revisited the 

interplay between ‘technical work and critical inquiry’ (Lynch 1982) by locating how, 

when, and why the former invited the latter in situ.4  

PART 1—PROMOTIONAL VIDEO: 

‘THIS YEAR WE ARE RELEASING THE VISION KIT’ (2017) 

In summer 2018, I landed on Google’s ‘AIY: Do-it-yourself Artificial Intelligence’ projects 

website (Google 2020a) and, upon an online order and UPS home delivery totaling circa 

110$, received the purchased item two weeks later in my mailbox: the ‘AIY Vision Kit’ 

(Google 2020b). This ‘Vision Kit’ was released in late 2017, as the second ‘AIY’ project, 

after a first ‘Voice Kit’ (Google 2020c) released in May that same year (cf. Rutledge 2017). 

No further kits have been launched since. That being said, and with the ‘Vision Kit’ in 

hand, why should I bother examining its promotional video? Simply put, I first came 

across the ‘Vision Kit’ through that video, as it was to be found via Google’s ‘AIY’ pro-

jects website. Not only was the kit’s ‘ordinary availability’ video-based to begin with, but 

its promotional video persuaded me to get the kit. How could that be? In answer to this 

question, Part I of this paper draws upon a detailed transcription of the promotional 

video of Google’s ‘AIY Vision Kit’ (2020b). In particular, the ensuing analysis shall probe 

its audiovisual montage in making explicit how the ‘Vision Kit’ was promoted through 

this selfsame montage, for the kit’s technical analogue of ‘intelligent seeing’—that is, ‘im-

age recognition’—to prove intelligible and interesting to a broader audience of ‘digital 

amateurs’.5  

 
4 Lynch’s study, his first publication in Social Studies of Science, highlighted how technical work afforded labor-
atory scientists with empirical opportunities for critical inquiry (p. 511). Insofar as they were pursuing these 
local opportunities, scientists didn’t appear to stand in need of critical enlightenment by a disengaged 
scholar. Their technical work already contained recognizable courses of critical inquiry. Of late, however, 
critical inquiry has reemerged as a topic of academic interest, as recent lines of reflection in and across STS 
(e.g., Mirowski 2020), algorithm studies (e.g., Mackenzie 2017), and social and cultural studies more broadly 
(e.g., Tsilipakos 2018) suggest. This paper takes a first stab at (re-)locating these lines of reflection, and critical 
inquiry in matters of ‘DIY (AI)’ more specifically. 
5 In the introduction, I emphasized the ‘non-intuitive’ character of AI as a research program, insofar as it 
proceeds from an (arguable) category-mistake implying the attribution of mental predicates to machines (for 
a recent discussion, see Brooker et al. 2019). Wittgenstein’s ‘trouble’ might or might not be widely shared 
these days, it remains interesting for methodological purposes as it raises the question of how ‘machine 
intelligence’ is presented as an intelligible, if not interesting, endeavor to a broader audience—the question 
that the ensuing video analysis will address. The expression ‘digital amateurs’ stands as a shorthand for the 
manifestly intended recipient of the promotional video (i.e., persons interested in assembling the ‘Vision Kit’ 
for themselves). As T. Dant explains, ‘DIY usually refers to work on the shaping and structure of the domes-
tic environment […]’, including ‘‘niche’ DIY cultures such as those around electronics and digital equipment 
with manuals and magazines as well as support groups’ (2019:285). 
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assessment (ibid., p. 97). Yet the parts are not distributed as reciprocating turns at talk, as 

in conversation, but across the successive ‘say-shows’ that compose the audiovisual mon-

tage. Accordingly, the ‘announcement’ is first stated (‘this year we are releasing the vision 

kit’, shots 1 & 2), for the viewer then to be able to arrive at a ‘response’, a potentially 

positive one, as (s)he is being shown the assembled kit in silence, for a second, after its 

final piece—the camera objective—has hearably and visibly been added (‘zac’, shot 2, 

#2). The subsequent ‘elaboration’, in turn, spells out the kit’s operating conditions (shots 

3–5) and regular operation (shots 6 and 7).7  

The operating conditions, as they are verbally elaborated upon, are shown to already 

have been established: a small piece of computer equipment is shown (shot 3, #3) at the 

moment a series of unnecessary operating conditions are listed (shot 3), implying that the 

former equipment by contrast already secures the necessary ones. This contrastive im-

plication, then, is swiftly spelled out in terms of computer programming (‘you program 

it with the neural network model’, shots 3–5) which in turn is suggested to have already 

been successfully implemented (as the closing of the kit’s cardboard box is shown, fol-

lowed by a close-up on the whitish, transparent button on the kit’s top, shots 4 and 5, #4 

and #5). Conversely, the regular operation of the kit is not shown right away, but simply 

stated and shown to be stated (as the utterance ‘the kit then gives you back data on what 

it sees’ is shown to be made by the narrator, incidentally appearing as the involved 

‘maker’ too, shots 6 and 7, #6). This temporary withholding of kit demonstration, whilst 

tying the verbal elaboration to the workshop setting, begs the question of the ‘final as-

sessment’ by the viewer of the conveyed news item: ‘[this year’s] vision kit’ (shots 1 and 

2, #2). The sequel of the video seems to be both anticipating this expectancy and facili-

tating its fulfilment.8 

The expectancy of a ‘final assessment’, to bring to completion the ‘news delivery se-

quence’ oriented to as a normative matter, appears to be implied in the early display of 

the operating kit (labelled as a ‘joy detector’ and shown with its lightened-up button, shot 

7, #7). Its display appears as ‘early’, insofar as it is made before the verbal explanation 

of the kit’s operation, as shown to be uttered in the workshop, comes to a close (shots 6 

and 7). At the same time, the verbal explanation’s ending on the utterance’s subject and 

predicate (‘… it sees’, shot 7), as it is paired with the kit’s manifest operation (shot 7, #7), 

facilitates the viewer’s expected ‘final assessment’ by providing and specifying visual 

grounds for it (as the operating kit is shown, and labelled as the ‘joy detector’, shot 7, #7, 

video). This assessment is further facilitated by the ensuing demonstration, insofar as the 

 
7 Technical work, to reiterate Lynch’s (1982) observation, offers its practitioners a locally available set of 
empirical affordances for critical inquiry (p. 511). In the present case, the detailed transcription of the audio-
visual montage makes possible critical inquiry of how its ‘say-show’ parts relate to each other, both in terms 
of their intelligible articulation and noticeable inconsistencies. In what follows, I shall list some of these 
possible inconsistencies, as the footnoted subtext to the video analysis of that manifest articulation. 
8 Noticeable inconsistency #1: ‘the kit then gives you back data on what it sees’ (shots 6 and 7)—does it? This 
question, raised by a colleague during our online data session, challenges the video for not ‘showing’ what it 
states (or, at least, not doing so in an obvious way). At best, the video shot (#7) can be seen to show the 
operating kit (given its lightened-up button), yet without explaining what ‘data feedback’ means, might or 
will mean in this instance (Oskar Lindwall, personal remark). 



68     Sormani 

 

latter persuasively trades upon another familiar conversational sequence, an ‘initiation-

response-evaluation’ (IRE) sequence (shots 8–11).  

The persuasive character of kit demonstration lies in the sequence’s partial formula-

tion—that is, the ‘initiation’ and ‘response’ are verbally formulated ( ‘so if I give it a face, 

the light will come on’, shot 8), whilst the ‘evaluation’ is implied on visual grounds (as the 

lightened-up and ‘joy detector’-labelled kit is shown, shot 8, #8) and then suggested to 

be left to the viewer on those grounds (as the lightened-up ‘joy detector’ is zoomed in on 

and, thereby, shown to the viewer exclusively, shot 9, #9). To accomplish kit demon-

stration, the pattern is repeated: not only a partial formulation of the IRE sequence is 

repeated (i.e., of the I and R parts first, as in ‘and as I get happier, the light will change, 

from blue to yellow’, shots 9–11), but also the pending ‘evaluation’ (E) is suggested to be 

left to the viewer again (as the lightened-up ‘joy detector’, now ‘yellow’, is zoomed in on 

then and, thereby, shown to the viewer exclusively again, shot 11, #11). A positive ‘final 

assessment’ of his (or hers) of the news item under consideration is thus implied.9 

1.2. Managing contingencies 

In the ‘perceptual world of activity and interaction’, to use Jayyusi’s phrase (1988:272), 

conversationalists ‘shape each component [of a news delivery sequence] according to a 

myriad of contingences’, as Maynard points out (1997:98; emphasis added). Retrospectively, 

a ‘central contingency in the development of [...] news […] is a recipient’s prior 

knowledge of the occurrence to be reported’ (Maynard 1997:95). Prospectively, a central 

contingency of a news item, in and upon the course of its development, is its projected 

ensemble of practical implications for the recipient. In conversation, the retrospective 

contingency is typically dealt with by way of a ‘preannouncement’ (Maynard 1997:95–

96). In the case of the promotional video, the preannouncement of the ‘Vision Kit’ (prior 

to the examined episode) happens to be built out of several components, across several 

‘say-shows’, including the incidental display of the kit’s packaging, the staging of the ‘AIY 

projects team’ and ‘[teenage] makers’ being involved in kit development, and its ‘intelli-

gent’ predecessor, the ‘Voice Kit’ (see Google 2020a, Vision Kit promotional video, sec-

onds 1–30). Taken together, these components articulate a first set of ‘felicity conditions’ 

for the subsequent news delivery sequence to appear broadly intelligible, if not techni-

cally persuasive (as analysed in our ‘Vision Kit’ case so far). Prospectively, in turn, a 

central contingency is projected practicality. Accordingly, the promotional video of the 

‘Vision Kit’ has its first demonstration of the kit’s ‘joy detector’ function backed up with 

 
9 Noticeable inconsistency #2: ‘[…] as I get happier, the light will change from blue to yellow’ (shots 9-11)—
does it? Upon closer inspection, the audiovisual montage can be seen, not to show said ‘color change’, but 
to juxtapose the kit button lightened-up in ‘blue’ (shots 9 & 10) and, one shot later, in ‘yellow’ (shot 11). The 
color change appears as a montage effect, rather than or regardless of its material production. For a related 
analysis, see Ball and Smith (2019). 
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two further demonstrations: a demonstration of its ‘object classifier’ and ‘face tracker’ 

functions, respectively (Google 2020a, ibid., from second 58 onwards).10 

PART 2—KIT ASSEMBLY: 

‘TURN IT ON’, OR HOW TO MAKE THE (VISION) KIT WORK 

To have a technical device ‘shown to work’ in a promotional video is one thing; to have 

a technical device ‘made to work’ so that it can be shown is quite another, be it for 

promotional or other purposes. The preceding video analysis reminded us of that ‘ver-

nacularly available distinction’ (Garfinkel 2002:198). The promotional video of Google’s 

‘Vision Kit’ offered an apt opportunity for shot-by-shot analysis of its audiovisual mon-

tage of technical performance. In the process, we noticed how and why the video demon-

stration did not require the performance’s ‘material production’, but did stage it as a 

‘montage effect’, an interactionally contingent and persuasively designed one at that. At 

the same time, we noticed a first set of conversational contingencies (e.g., a multi-com-

ponent ‘preannouncement’) taken into account, in and for the promotional video. Part 

II of this paper, in turn, will ask ‘what more can be learned’ from trying to assemble the 

‘Vision Kit’ in actual practice, in addition to the video analysis of its persuasive montage 

regardless of such practice. To address this question, I will proceed from another ver-

nacularly available distinction, the distinction between a ‘textual instruction’ (e.g., in a 

user manual) and its ‘practical engagement’ (via manual use).11 

2.1. Co-assembling the kit 

Google’s ‘AIY’ projects website (2020a) and its ‘Vision Kit’ promotional video (ibid.) both 

pitched ‘DIY AI’ as a collaborative endeavour, involving a ‘projects team’ and a ‘maker 

community’ alike. The promoted tinkering experience also appeared as part of an 

‘hands-on’ amateur activity in and yet beyond the digital domain, rather than a profes-

sional pursuit restricted to it (e.g., similarly to bike repair via Youtube, Dant 2019). 

 
10 Noticeable inconsistency #3: ‘so if I give it a face, the light will come on’ (shot 8)—does it? Again, and 
upon closer inspection, the audiovisual montage does not show what it states (indeed, the kit’s ‘light’ is al-
ready ‘on’, as the narrator is shown to ‘give it a face’, shot 8, #8). Taken together, this inconsistency and the 
previous one (see note 9) specify the difference between the persuasive use of a conversational structure (e.g., 
an IRE sequence) and the material production of an ‘intelligent machine’ (i.e., the IRE sequence perhaps 
offers an interesting, but insufficient condition for this latter purpose). For a recent attempt to fuse the two, 
see Moore and Arar (2019). 
11 In other words, my trials and tribulations as a ‘digital amateur’ will offer us another tack to revisit Lynch’s 
(1982) plea for examining the interplay between ‘technical work and critical inquiry’—that is, how, when, 
and why the former invited the latter in situ. Accordingly, the list of noticeable inconsistencies will not only 
be prolonged, but the status of its proliferating items will eventually be questioned, too. When (re-)drawing 
the screenshots for this paper, I noticed a series of incongruities suggesting in what direction. For one thing, 
I noticed the stark contrast on the ‘Vision Kit’’s lens between black and white (see shot #2), a contrast which 
seems to reflect a professional photo studio more so than an amateur workshop. For another, I noticed the 
numerous hammers on the workshop wall behind the smiling narrator cum kit demonstrator (see shot #6). 
For kit assembly, these hammers prima facie didn’t seem useful, if only for the dimensions and materials of 
the ‘Vision Kit’. Incidentally, the hammers suggest another move, if not artistic performance: kit smashing! 
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Accordingly, and upon receiving the ‘Vision Kit’ at home, I located promising partners 

for kit assembly among friends and acquaintances to start with, including an arts and 

crafts teacher met at a friend’s cocktail party (never mind how for now, but see Garfinkel 

and Wieder 1992:182–183). His involvement should facilitate kit co-assembly, or so I 

thought. Our first session at least did not suggest problems ahead, but a swift and suc-

cessful opening (see Vignette 1). 

In autumn 2018, I teamed up with Rod Alexis, an arts and crafts teacher at a primary 

school in the Montreux area, Switzerland. We teamed up to assemble Google’s ‘AIY Vi-

sion Kit’, its ‘do-it-yourself [artificially] intelligent camera, [allowing you to] experiment 

with image recognition using neural networks,’ as its User Manual explains.  

After a first meeting at university (I got to know Rod at a friend’s cocktail party), we meet 

at the local school where Rod teaches, on a Wednesday afternoon, as its pupils’ half-day 

off. I bring along the ‘AIY Vision Kit’, and it takes us about 50 minutes to assemble it in 

69 working steps. The User Manual congratulates us at step 70: ‘Congrats, you’ve just as-

sembled the Vision Kit hardware! Now you’re ready to turn it on.’ 

                                             

 

Apart from the background (reminiscent of the workshop staged in the promotional video), 

the picture of the device assembled in situ (Fig. 1.1) looks the same as the one shown in the 

user manual (Fig. 1.2). Hence the double-arrow (Fig. 1.3). 

Vignette 1 

 

The opening session, as the above vignette suggests, allowed us to swiftly assemble 

both the ‘Vision Kit’ and the workshop setting suitable to its assembly. The setting 

(shown in Fig. 1.1) appears as a cameo version of the workshop staged in the promotional 

video. At least, it appears to be patterned in terms of ‘cultural particulars’ partly similar 

to those made available by that video. On the one hand, ‘DIY’ tinkering appears as a 

‘hands-on’ endeavour, too: not only the open packaging of the kit is shown, but also our 

manual grasp of it suggests practical engagement and tactile kit assembly (as in the video, 

Fig. 1.1 

Fig. 1.3 

Fig. 1.2 
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Excerpt 1, shots 1–4). So do the taken-off glasses (in the middle of Fig. 1.1). On the other 

hand, the assembly team has changed: I’m described to be engaging in kit co-assembly, 

not with a likeminded ‘MIT alumnus’ or ‘teenage makers’ (cf. Google 2020a, b), but with 

a Montreux-based ‘arts and crafts teacher’ (Vignette 1). In so doing, we can be seen to be 

expanding ‘maker culture’ (given the school setting in a foreign place, at least with re-

spect to the US), although the future incumbents of that culture are not physically pre-

sent (it is a ‘Wednesday afternoon, […] pupils’ half-day off’, ibid.).12 

In any case, the ‘Vision Kit hardware’ appears to have been successfully co-assembled 

during the reported Montreux-session, not to have it ‘shown off’ for promotional pur-

poses, individually or collaboratively, but to get ‘ready to turn it on’ (as the user manual 

suggests at ‘step 70’, Fig. 1.2). Taken together, the recognizably re-enacted workshop set-

ting and the manifestly assembled kit led me to harbour a ‘constancy hypothesis’ across 

time and space. Across space: the locally assembled ‘hardware’ would be the same, and it 

would be working in the same way, as the one shown in the user manual (cf. Figs. 1.1, 1.2 

and 1.3). Across time: this identity assumption, the assumption of the ‘working kit’, would 

continue to hold, potentially indefinitely (e.g., a year later).13 

2.2. Reconsulting the manual 

On the basis of my identity assumption, I reconsulted the user manual the following 

summer and, whilst doing so, re-instantiated that very assumption. Retrospectively, I 

assumed that manual consultation so far had allowed us to correctly assemble the kit, the 

‘real thing’, not simply a staged version of it. Prospectively, I got back to both this ‘real 

thing’ and the user manual, whilst attempting to use the latter to bring to life the former 

(i.e., to make the ‘Vision Kit’ work). The manual, in other words, was not solely assumed 

to have provided us with a ‘context of looking’ (Baccus 1984:38), but the manual’s follow-

ing in terms of that selfsame context, as the ‘ideal account of proper procedure’ (ibid.), 

was assumed to have been productive, productively kit constitutive (literally ‘step by 

step’). No readily recognizable ‘dumb move’ (ibid.) had been made in the opening session, 

and no such move was expected for the ‘steps ahead’ (as projected via the manual and 

its manifest use). That, at least, was my stance culled from the opening session, and ten-

tatively played out to meet ‘kit operating condition no. 1’ (i.e., to ‘turn it on’), back at the office 

in June 2019 (see Vignette 2 below).  

 
12 Noticeable inconsistency #4: ‘Google’s ‘AIY’ projects website (2020a) and its ‘Vision Kit’ promotional 
video (ibid.) both pitch ‘DIY AI’ as a collaborative endeavor’—do they? As I engaged in tentative kit co-
assembly, I noticed that the website and video variously alluded to a ‘collaborative endeavor’ (e.g., by men-
tioning the ‘AIY projects team’ or staging ‘[teenage] makers’ observing a running kit), whilst showing kit 
assembly as an individual accomplishment (e.g., Excerpt 1). The user manual seems to imply the latter, too 
(cf. Google 2018). 
13 Why? This was the question by a first reviewer. How? This was a question by a second reviewer. Having 
managed to assemble the kit in a ‘workshop setting’ similar to that shown in the promotional video, I man-
ifestly assumed the kit to be operational as suggested by that same video. This manifest assumption is similar 
to taking for granted the ‘ordinary circumstances’ of a performative utterance, which apparently I did on 
the basis of the promotional video (for further elaboration of this point, see Sormani 2020). 
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The successive ‘show-says’ suggest ‘plug-and-play’ availability, conveyed via a noticeably 

gendered, ageist, and individualist framing. Yet this suggestion is only the textual instruc-

tion and its visual display, the latter preceding the former (at least in terms of culturally 

prevalent reading rules, from left to right, and titles being set aside). 

Vignette 2 

So I reconsulted the manual. Vignette 2 above elaborates both on that reconsulting 

episode (in the past tense) and the reconsulted manual (in the present tense). In and as 

those reported material specifics, the vignette implies the mundane distinction between 

the ‘textual instruction’ and its ‘practical enactment’. Let us pause on the former, pres-

ently ‘available in disengageable text’ (Garfinkel 2002:199), before turning to its practical 

enactment in situ. 

Although not stated as such, ‘kit operating condition no. 1’ is suggested to be reachable 

upon the joint completion of manual steps 71 and 72. Not only step 72, and the ‘green 

LED light flashing’ in particular, mark the accountable success of step 71, but the reali-

zation of this operating condition is suggested to be ‘relatively easy’: for one thing, the 

two steps are introduced subsequently to, and conditionally on, the cogent realization of 

seventy prior steps (!), as assumed by the congratulatory manual and the confident user 

(see Vignette 1), as well as the assembled ‘hardware’ shown (as the turned-around, yet 

identical ‘working kit’ again; at step 71, Vignette 2). For another, the implied user is sup-

posed to have moved into a position of competent kit use, pending a first ‘[software] boot 

up’ (more of which below) and equipped with additional instructions to ‘safely shut it 

down’ (at step 72, ibid.), all of which prior to the ‘use the joy detector’ section (which in 

turn assumes the ‘turn it on’ operating condition to have been met, at step 73, ibid.). So 

much for manual re-consultation, in and as its ‘disengageable text’.14 

2.3. Testing the kit 

For the ‘Vision Kit’ to work, its prospective user has to be able to ‘turn it on’. In the 

promotional video, this first kit operating condition is shown to hold after a few seconds, 

as its protagonist is shown to press the button with his right hand on top of the ‘Voice 

Kit’, which then is shown to run as expected (see Google 2020a, Vision Kit promotional 

video, seconds 1–30). For the ‘Vision Kit’, the same condition is suggested and shown to 

hold in that same video only a few seconds later, as its button in turn lightens up (Except 

 
14 Noticeable inconsistency #5: the user manual’s ‘show-say’ instruction seems to be inconsistent with the 
promotional video’s ‘say-show’ montage—does it? The short answer is ‘no’ (promotion is not instruction). A 
longer answer might be ‘yes’, and goes as follows. The user manual’s consistently used ‘show-say’ instructional format 
suggests ‘relatively easy’ practical realization of each step required to have ‘the kit work’. The priority put 
on ‘showing’ each reached step, rather than on ‘saying’ its realization in detail, manifests a ‘minimization 
rule’, as the image shown can be compared as directly as possible with the kit assembled in situ (i.e., by 
minimizing the user’s reading of the manual’s textual part). Conversely, the promotional video’s persuasive ‘say-
show’ montage suggests a ‘maximization rule’ to be at play, rule according to which ‘whatever is said’ is to be 
aggrandized by ‘what is shown’ (i.e., to be maximizing the viewer’s expectancy that, indeed, what is said is 
shown). Hence, an ironic gap between aggrandizing promotion and agonizing practice may open up. 
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1, shot 7, #7). The manifest display of facile kit operation, be it in the promotional video 

or in the user manual, begs the question of the practical realization of the displayed op-

eration—its ‘practical enactment’ or, put otherwise, its ‘instructed action’ (Garfinkel 

2002:197). How might I, as a prospective user, make the kit work and, more specifically, 

make it intelligibly and consistently work, in and as its ‘facile operation’? Consider Vi-

gnette 3 in answer to this question.  

Wednesday afternoon, June 2019, at the office. It was a couple of months ago that I last 

touched the ‘AIY Vision Kit,’ so I pause to parse: what do I actually need, and what can 

I leave aside, to have the ‘Kit’ up and running? What are the relevant ‘experimental condi-

tions’, if, say, I’m going to try out the ‘Joy Detector’? Here’s my in situ list of ‘no needs’ to 

begin with: 

• There’s no need for a ‘transformer’—the US power supply cable, which was de-

livered with the ‘Kit’ in my mailbox, covers a 110–240 Volt range, so it should be 

fine for my European use, too (at 220 Volt). 

• There’s no need for a ‘workshop’ either—the ‘AIY Vision Kit,’ including its cam-

era, run on a ‘Raspberry Pi, a low cost, credit-card sized computer’—both, cam-

era and computer, being packed into the cardboard box. No need for a room-

filling mainframe computer as in the 1950s! 

• There’s no need for a ‘collaborator’ at this stage—indeed, me and the manual 

should be just fine, to have the ‘Kit’ up and running, and its ‘Joy Detector’ work. 

No need to crack (e.g., Python) code yet. 

 

Out of this ‘in situ list,’ while pondering its items, I cull the decision to go ahead with a first 

test, a ‘first experiment.’ Therefore, I assemble the ‘Vision Kit,’ the ‘US power supply 

cable,’ a ‘EU power adapter’ (plugs are not the same) into a ‘testable configuration.’ As I 

plug the cable into ‘Kit,’ the cable into the adapter, and the adapter into the EU plug, the 

adapter indicates that a current flows—its orange light is on. Yet the green light of ‘Kit’ 

doesn’t flash, as suggested in the User Manual, step 72.—Why!? Is it the ‘Kit,’ is it the ‘cable,’ 

is the ‘adapter’? Is it a question of ‘time’? etc.—Before I call it a day, I check out ‘help’ on 

internet, via Google to github’s ‘AIY Vision Kit Setup Issue #401.’—At least one other 

user’s ‘AIY Vision Kit’ has a few issues! 

Vignette 3 

What does ‘following the manual’ mean when the manual can and does not show how 

it should be followed? The ‘show-say’ articulation of step 71 (see Vignette 2) offers an 

instructive, if simplest case. Indeed, that articulation implies the expectedly successful 

result of its manifest instruction (‘Plug your Vision Kit into a power supply’, ibid.), but it 

does not show just how that result is to be arrived at (setting aside the specification of the 

‘wall power supply’ and ‘port labelled Power’ to be used, ibid.). In turn, Vignette 3 above 

describes the practical work involved in attempting to ‘turn it on’, and therefore to ‘plug 
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it in’. At the same time, it documents how I try to make that practical work intelligible, 

in and as its consistently operable course—to begin with, to myself, as the prospective 

user. The described attempt was made in the vein of the kit manual, rather than in terms 

of the promotional video.15 

A pragmatic orientation of this kind is made manifest in the question ‘what do I actu-

ally need […] to have the ‘Kit’ up and running?’ (Vignette 3; emphasis added), as well as 

through its practical answer in situ. The question marks a contrast between paraphernalia 

and practicality, implying a preference for the latter (as prefigured by the manual’s ‘min-

imization rule’: read the ‘say’ part only if the ‘show’ part fails—i.e., its visually mediated 

following fails). The practical answer, then, displays that pragmatic orientation as it dis-

cards the scenic ‘workshop’ configuration (as initially staged in the promotional video) as 

a relevant condition for testing the ‘AIY Vision Kit’ in situ (as available to me, on my 

desktop, at the office, on that Wednesday afternoon, in June 2019, etc.). Instead, I assem-

ble an alternative configuration to test the kit—a ‘testable configuration’ which, in addi-

tion to the assembled ‘Vision Kit’, includes the ‘US power supply cable’ and ‘EU power 

adaptor’ (as part of the minimally relevant, yet indispensably required ‘experimental 

condition’ for kit testing). Eventually, I not only attend to the intelligible configuration 

of the ‘failing kit’, but also to probing how that configuration may facilitate ‘root cause’ 

diagnosis (e.g., by singling out the assembled parts as possible items of a ‘check list’ laid 

out on my desk).16 

CONCLUSION: ‘CRITICAL INQUIRY’ AND ITS 

REFLEXIVE GROUND(S) IN MUNDANE SPECIFICS 

To my initial ‘turn it on’ session in early June 2019, I added four weekly sessions at the 

office to assemble the ‘Vision Kit’, and to ‘make it work’ in particular. ‘In particular’, in 

this case, meant not only to be able to ‘turn it on’ (as a first step condition), but also to 

‘boot it up’ (as a second condition—‘kit operating condition no. 2’). In the user manual, this 

second step condition (Step 72) is presented both as a visual confirmation of the preceding 

one, the kit’s ‘power connection’ indicated by a ‘LED light flashing’, and as a software 

upload, whose completion would trigger a ‘short tune’ (ibid.). Yet, in practice, as no visual 

confirmation was given, no electric current seemed to have been flowing, rendering 

 
15 Hence, the ‘impression of routine’ may be both unavoidable and ‘not groundless’ (Schegloff 1986:113). Yet 
‘it is strategically misleading’ (ibid.), as much for reflexive ethnography hic et nunc as for conversation analysis 
elsewhere (Schegloff’s craft and concern). 
16 Noticeable inconsistency #6: ‘At least one other user’s ‘AIY Vision Kit’ has a few issues’—does it? At the 
time of writing (August 2020), I indeed counted up to ‘559 issues’ (of which 124 remain ‘open’) regarding 
Google’s ‘AIY’ kits on the software self-help site github (https://github.com/google/aiyprojects-raspbian/is-
sues). In short, neither persuasive promotion nor effective instruction prevent ‘shop floor problems’ (e.g., 
Garfinkel 2002:269–270). Conversely, other users’ issues might be turned into present solutions, such as 
github user ‘Issue #176’ with the ‘Voice Kit’. It reads as follows: ‘Hello .. I have strange issue. I bought the AIY kit 
from Microcenter and when I put it together using the packaged image, HAT [hardware attached on top] does not light and 
button does not either. I have bought three kits and its all the same. I thought it was power was the issue since I have three kits 
but that does not seem to be the issue. […] Its so odd .. any help I would appreciate’ (https://github.com/google/ai-
yprojects-raspbian/issues/176; emphasis added). 
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impossible the software ‘boot-up’ too. In the course of the four follow-up sessions, I not 

only figured out various ‘accommodations’ to deal with the pending problem (by meas-

uring the current otherwise, using another cable, updating the software, etc.), but also 

discovered a series of ‘resistances’ induced by those very dealings (i.e., further obstacles 

thenceforth standing in the way of smooth kit operation). Paradoxically, every time I 

thought to have found an instant solution to the pending task, it turned into an additional 

problem to be dealt with. In short, I was confronted with a seemingly open-ended series 

of odd ‘solution-problem pairs’ (sic).17 

How does ‘critical inquiry’ fit into the picture now? As a reflexive ethnography, this 

paper probed ‘DIY AI’ from within the technical self-instruction that it entailed—that 

is, in particular, through the kit assembly that it manifestly presupposed (Part I) and 

practically required (Part II). As an ethnomethodological topic, kit assembly was probed 

in its contingent circumstantiality and ordinary availability. Part I examined the ‘AIY 

Vision Kit’ video for the mundane procedures of its ‘persuasive montage’, didactic and 

conversational, thereby specifying its difference from any empirically working kit. Part 

II engaged us in ‘DIY’ kit assembly to experiment with, if not accomplish the kit’s ‘ma-

terial production’ in situ. We thus measured the gap between ‘textual instruction’ and 

‘practical enactment’, not to mention the difference between persuasive promotion and 

technical work. Finally, I just noted the ‘problem multiplication’ that the practical en-

actment of textual instruction entailed, as the ‘very way of accomplishing the task multi-

plied its [problematic] features’ (Garfinkel 1967:26; emphasis in original). Hence, kit as-

sembly and its ‘tutorial problems’ (Garfinkel 2002) manifestly do open up contrasting 

opportunities for critical inquiry: first, listed as ‘noticeable inconsistencies’ organized into 

as many empirically indexed footnotes (Parts I and II); now, articulated in terms of vir-

tually indefinite ‘problem multiplication’ (as a current tester would not work right away, 

another cable would prove tricky, a software update impossible, if not unnecessary, 

etc.).18  

With respect to critical inquiry into ‘DIY (AI)’, this emerging contrast in mundane 

specifics seems of particular interest, insofar as it highlights the contrasting character of 

its reflexive ground(s). On the one hand, the promotional video, insofar as it staged the ‘or-

dinary circumstances’ of the operating kit through audiovisual montage, invited us to 

probe inconsistencies in and through that selfsame montage. In so doing, I was led to 

question the ‘AIY Vision Kit’ as a real-worldly figure, rather than the ‘DIY’ ground—

the workshop setting—against which it was talked and shown ‘into being’ (although 

 
17 The tentative engagement in kit assembly, as an interrelated set of technical tasks, proved similarly con-
sequential to engaging in ‘literal description’: the ‘assembling’ itself [rather than the writing] developed the 
‘kit’ [rather than its description] as an indefinitely ‘branching texture of relevant matters’ (Garfinkel 1967:26). 
In that sense, ‘the very way of accomplishing the task multiplied its [problematic] features’ (ibid.). On expe-
riencing ‘solution-problem’ pairs in experimental physics, see Sormani (2014: 42–48). 
18 For the observed kind of contrast, McHoul (1994) coined a programmatic expression: ‘two-way indexical-
ity’ (p. 110). As practical intelligibility may be determined in situ, its mundane unequivocality can also be 
undermined in situ: ‘Cases in point would be some (but not all) instances involving poetry, madness, bold 
hypothesizing (à la Popper), expressionist art, […], postmodern fiction […], […] punning, irony, making 
double-entendre jokes […] and a much larger range of quotidian events’ (ibid., pp. 110–111). 
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drawing and redrawing screenshots from the promotional video invited such background 

inquiry). On the other hand, the longer kit assembly took, and the trickier it eventually 

got, the more it led me away from assuming the workshop setting as a reliable ground to 

have the kit work as a relevant figure. In other words, the advertising promise of easily 

getting cogent ‘AI’, for all its audiovisual montage, could not but turn out to be an empty 

one, at least in the ordinary circumstances of this ‘DIY’ endeavour. At this point, I can-

not tell whether kit failure will turn out to be principled (as Wittgenstein quoted in the 

epigraph would suggest) or temporary (as the papers subsequent to this one will probe, 

see note 1). Hence the presently bracketed expressions (‘DIY (AI)’, ‘reflexive ground(s)’).19  

Notwithstanding or precisely because of the open question, the paper invites practical 

indexation of recent reflection on critical inquiry in and across science and technology 

studies (STS), algorithm studies, and social and cultural studies more broadly. First, take 

Mirowski’s (2020) discussion of the programmatic tension between casting society as a 

‘totality’ and/or probing its ‘multiplicity’ in STS, and the consequences for its ‘politics’ 

of resolving that tension in one way or other (e.g., in terms of ‘political economy’). How 

does this tension look like from within ‘DIY AI’ in situ, as questionable as the latter ap-

pears to be? Then, take Mackenzie’s (2017) question—‘what can critical thought […] 

learn from machine learning [ML]?’ (p. 10)—and its ambivalent answer too: ML is de-

ployed by ‘platform-based media empires’ attempting to ‘capture sociality’; yet ML also 

produces ‘knowledge of differences’ (ibid.), a key resource for critical thinking. As reflex-

ive ‘fellow microathletes’ (Sudnow 1983:93), we didn’t get into the position of experienc-

ing Mackenzie’s ambivalence yet. At what level, though, is such ambivalence to be ex-

perienced? Also, would it make sense and, if so, in what sense? Finally, take Tsilipakos’ 

(2018) argument against literary moves in moral philosophy, moves that fudge practical 

intelligibility and normative validity, and be it in the name of ‘immanent critique’ (e.g., 

Crary 2018). Having engaged in ‘DIY (AI)’ in some detail, we found its technical practice 

to afford us with numerous opportunities for immanent criticism—discursive and mate-

rial, practical and principled. Does this experience change anything to Tsilipakos’ argu-

ment? Each of the raised questions points well beyond the scope of this paper. If readers 

of this final paragraph have this impression too, they have come upon what I can now 

formulate as the paper’s broader and perhaps deeper point, namely: to demonstrate how 

the reflexive grounding of ‘critical inquiry’ in mundane specifics, if paradoxically, fosters 

critical imagination beyond any predefined horizon (e.g., ‘machine intelligence’). 
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